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1 Introduction

One of the tasks of the OO framework is to provide to the user reconstructed particles at the
1ODS level. To achieve this goal physics algorithm now benefit of all the expert knowledge
integrated during the HERA | operating phase. Particle identification is made by a set of differ-
ent finders running sequentially, namely the electron finder, the muon finder, and the hadronic
final state (HFS) finder. Additional finders may create so-called composed particles, such as
the D* finder or the jet finder. The input of the jet finder for the “exclusive jets” is the output

of the HFS finder.

An energy flow algorithm is characterised by the combination of information coming from
different sub-detectors. Following the guideline of a general improvement in the measurement
of physical quantities with the H1 detector, the HADROO (for Hadronic Reconstruction in OO)
algorithm was developed by M. Peez and C. &al[ ], introducing the idea of using either the
track or the calorimetric information for the creation of a particle candidate, depending on the
error of the track measurement. This was the first step toward an energy flow algorithm.

This implementation was then refined, including also a better calorimeter noise rejection
and an absolute calibration of the hadronic final state, based on reconstructed jets and suited
for high Q? analyses. This actual implementation, called Hadroo2, will be described in this
note.

The minor conceptual difference between Hadroo2 and a so-called energy flow algorithm
— such as for example the DO ong pr the ZEUS one{] — is that a one-to-one attribution of
a cluster to a track is not performledn this view, it is an inclusive oriented algorithm, however
it suits also to exclusive analyses because of the detailed track treatment.

This note will be organised in the following way: first, a description of the basic inputs of
the algorithm (tracks and clusters) will be done. Particularly, the noise treatment applied to
calorimetric objects will be detailed. Then the algorithm itself will be described, and compared
with other HFS algorithms developed in H1. Its application to the reconstruction offhigh
jets and a suited calibration procedure is developed in the last part of this document.

2 Selection of the input objects: Tracks and Clusters

2.1 Tracks

As the spirit is to benefit from expert knowledge, the tracks used are the standard “good quality”
tracks as defined by the heavy flavour group, the so-called “Lee West” trdckhese tracks,
measured with the central and forward tracking detectors (seelfsigire classified in three
categories, Central, Combined and Forward, requiring the quality cuts detailed inITable

If a track satisfies several sets of cuts, the preference order is Central, Combined, Forward.
Both primary and secondary vertex fitted tracks can be selected but preference is given to
primary. For HERA Il data and MC, pure forward and combined tracks are excluded because
their kinematics as well as their error measurement are at the moment not well studied and
described. The selected tracks build up the input of the Hadroo2 algorithm.

1This problem is not trivial because of combinatorial ambiguities and its difficulty depends crucially on the
features of the clustering algorithm.
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Figure 1: Different track types and their angular domain, and the two
vertex hypothesis for a single track. Both primary and secondary vertex
fitted tracks can be selected.

combined (K) central (C)

pr > 120 MeV pr > 120 MeV

0° < 0 < 40° 20° < 0 < 160°

|dea’] <5cm |dea’] <2 cm

Ritare < 50 CM Ritare < 50 CM

Riengtn, > 0 €M Riengtn, > 10cm for§ < 150°
Ap/p <99999.9 Riengir, > 5cm for 6 > 150°
Necic nits =2 0 Necic nits =2 0

2
Xgrack—vertexfit S 50
Xcent.—fwd.t’racker S 50
forward (F)

pr > 1 MeV

6° <6 < 25°

Ry <10cm

X?rack:fit/NDOF S 10
X?rackfvertemfit S 25

nPrimary + nSecondary
PlanarSegments > 1

nPlanar + nRadial Segments > 2
Ap/p < 9999.9

p > 0.5 GeV

Table 1: Summary of the different cuts used in the track selection. If a
track satisfies several set of cuts, the preference order is Central, Com-
bined, Forward.Théca is the distance of closest approach of the track
extrapolation to the vertex anita’ is the distance of closest approach

in thez,y plane atz = z o tex-



2.2 Clusters

The clusters are aligned and beam tilted in a proper way using run-dependent alignment fac-
tors. Calorimetric clusters are made only out of LAr or SpaCal. Iron or Plug cluster are not
considered (beside the mediocre energy resolution of the Iron calorimeter, a significant fraction
of Iron clusters are noise or backgrodhdf a cluster in LAr have cells in Iron or Plug, these
cells are removed from the cluster. Note that the negative energy cells in clusters are kept, as it
must be to avoid a systematic positive bias in energy measurements.

The cluster energy momentum four-vector is made of the addition of massless cells four
vectors (in this way clusters acquire a “mass”). The position of the center of gravity is deter-
mined with a linear energy weighting of the cells positions.

2.2.1 Weighting

As the LAr calorimeter has the well-known behaviour of being non-compensating, weighting
algorithms are necessary to compensate the lower response to hadrons with respect to electron
for a same energy]. Such a weighting procedure is already applied at the reconstruction level,
in HIREC, identifying clusters as originating from electromagnetic particles or from hadrons.
But in the present algorithm this classification was modified. All clusters with at least
95 % of their energy in electromagnetic part and with also 50 % of it in the first two layers
of the electromagnetic calorimeter are taken at the electromagnetic scale. All other clusters
are considered as originating from hadrons and the hadronic energy scale, determined by the
H1REC weighting algorithm, is considered. It was shown by S. Hellwig and K. Daum that this
improves the energy resolution iN* analysis and that the total reconstructed energy of the
HFS was closer to the true level][

2.2.2 Noise suppression

The default situation All the measurement relying on the LAr calorimeter are affected by a
relatively large amount of noise (few GeV per event). This noise is due to detector effects such
as noise in the electronics or pile-up deposition of energy coming fronamphysics like halo

or cosmic muons. The impact of this noise on physics analysis is clearly not negligible. For an
inclusive analysis, the distribution

_ ZhEh_ch

2 (1)

Yn
is specially affected. At low), (when E;, ~ Pz,) most of the hadrons are produced in the
forward direction. Any noisy cluster misidentified as part of the hadronic final state will count
in the sum of Eq. 1) with a weight increasing witld. So even relatively low energy noisy
clusters in the barrel part of the LAr will strongly bias thg distribution. This situation is
depicted in Fig. 2 where the different contribution to the distorsion of the measurement of
y, are depicted. Two first sources of bias in the measuremepy afe the misidentification

Note that the inclusion of tail catcher clusters with connected activity in the LAr could help to improve the
determination of the energy of higPr jets. This study is therefore planned for further developments of the HFS
finder



of part of the energy of the scattered electron as hadramd the presence of photons due to
QED initial state radiation. These two contributions are discussed in details]iafd will

be explicitely removed in the present study. After the removal of such events, the remaining
bias introduced by noise can be observed in AgOn the right plot the difference between

the reconstructed and the true valueypfas a function of the trug, shows that the events
with 3, ~ 10~2 have a systematic bias of the order of 60 %, even after the application of noise
suppression at the reconstruction level.
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Figure 2: Comparions between the reconstructed and true valugs of
using a neutral current Monte Carlo event sample. The left figure shows
the effect of the radiative NC events on thg'y,.,, distribution (Note

the logarithmic scales). The right figure shows the meam, 6§,.,, as

a function ofy,.,, and the effect of removing explicitely contributions
due to radiative events (labeled “NoRad”), and misidentification of the
scattered electron (“NoMisld”).

Beside topological background findefs 10] dedicated to the rejection of an entire event
which does not originate from ap collision, the noise suppression algorithms described here
are designed to remove the unphysical clusters while keeping the event. They are specially
tuned to remove the previously described higbackground. Note that before all this there
is already the so-called topological noise suppression (ETNS) (seeZRefHich is applied
at the reconstruction level (HLREC). In Monte Carlo noise is added on top of the simulated
energy deposit. This noise come from real data taken during dedicated random trigger runs.

Noise suppression strategy First, all one-cell clusters are considered as not physical and
removed, as well as clusters with enetgly, < 0.2 GeV in LAr or 0.1 GeV in SpaCal. Then

a set of background finders (as developedlif) are applied. Now these finders will be
described and their performance studied.

3The imperfect cluster algorithm can give rise to multiple clusters for the scattered electron in particular when
it hits ® crack between octants



2.2.3 The FSCLUS algorithm

The principle of the FSCLUS algorithm, noise suppression inherited from a fortran algorithm,
is the suppression of low energy isolated clusters. If the enkrgyof a cluster is such that
E.. < E, the energyE,.,. in a sphere of radiug around the cluster is computed and if
Eqpnere < Es then the cluster is suppressed. This allows low energy cluster to survive if they
are near more energetic oneg. if they are due to a shower fluctuation. The values for the
different thresholds ar&’;, = £, = 0.4 GeV andR = 40 cm foré,, > 15°, B, = E5 = 0.8

GeV andR = 20 cm for 6, < 15°. Consistently with the first suppression the threshi|d

is lowered t00.2 GeV for clusters in the electromagnetic part of LAr. Clusters near the beam
pipe in the SpaCal calorimeter are also suppressedif, + y2, < 9.6 cm. The performance

of the FSCLUS algorithm is shown in Fi§: the bias is reduced by 20 % and is now at a level
of 40 %. So this noise suppression is clearly not efficient enough and has to be combined with
other algorithms.

S 2: 0 HADROO no suppression

X * HADROO fsclus suppression Figure 3: Mean ofy;,/yge, distri-
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os- solid circles, respectively. Neutral
osk- current events from a Monte Carlo
T T T T e oe iz sample have been used.
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2.2.4 The HALOID algorithm

The HALOID algorithm is devoted to the suppression of energy deposit due to halo muons on
top of real physics events. The signature is a narrow energy deposit parallel to the beam axis.
To suppress such a pattern, for each cluster it is defined two cylinders of radigs25 cm

and R, = 65 cm. If there is energy deposit in these cylinders in at least 4 wheels including 2
CB wheels, and if at least two of the following criteria are true:

Ecylinder 1 2 0-5Ecylinder2 (2)
Nclusters in cylinder 1 2 0. 5Nclusters in cylinder 2 (3)
Ncells in cylinder 1 2 0. 5A]\[cells in cylinder 2 (4)

the cluster is flagged as noise and suppressed. The improvement in the measuregpent of
before and after the suppression is shown in Bigased on a charged current MC sample.
There is a clear improvement in thg reconstruction of these very biased events.

6
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2.2.5 The HNOISE algorithm

Contrary to halo muons, cosmic muons or coherent noise do not have a characteristic pattern of
energy deposit. However, on general ground, any deposit in the hadronic part of LAr should be
connected to activity in the electromagnetic part or linked with tracks. The HNOISE algorithm
look for clusters in the hadronic part and suppress them if the following conditions are all
fulfilled:

e There is no energy deposit in the first hadronic layer or there is energy deposit in the first
hadronic layer and there is no more energetic clusters at a distance less than 75 cm.

e There is no electromagnetic energy in a safety cylinder of 50 cm radius. The axis of this
cylinder is defined by the interaction vertex and the barycenter of the considered cluster.

e There is no vertex fitted track withdxa of less than 50 cm.

This finder help again to remove a part of the noise, as shownlin [However there is
still noise contribution at large angles leading to a bias ingthdistribution. The NEWSUP
algorithm is designed to remove this remaining background.

2.2.6 The NEWSUP algorithm

The NEWSUP algorithm is inspired form FSCLUS: it is designed to suppress low energy
isolated clusters. However, to remove completely the noise a threshold higher than previously
applied is needed, but only in the central region of LAr where Ehe Pz contribution of

a false particle candidate biases theof the event by a large value. Contrary to FSCLUS
this algorithm care about track-cluster link and if there is a vertex fitted trackdwith< 25

cm for an electromagnetic cluster dea < 50 cm in the hadronic part the corresponding
cluster is not suppressed. The same thresholds as in FSCLUS are applied, except that now
E, = E;, =1.5GeV forf > «a5,. The angley, is chosen to be the maximum between the angle

of the most backward track and the inclusive hadronic d@ngle(y;,/2) = (E), — Pz,)/Pr.

The algorithm is run iteratively until there is no cluster suppressed. The results are presented
in Fig. 5 where situation for charged current events is depicted. The energy reconstructed at

4 v, ar < 50° Or Y, 1ar < 0.1 the SpaCal clusters do not enter in the calculation,of

7



high angles is much greater than the generated one without any noise suppression. After the
application of all suppression algorithms developed here the measurement is closer to the true
level.
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o allnoise suppression | igure 5:  Comparison between
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ated energy distributions for lowy,
events with all noise suppressions
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All the previous discussions were purely based on MC files. We have now to check that all
the noise suppression is applicable to real data. This is done i Rilgere the energy fraction
suppressed from data and MC are compared as a functign 8fgood agreement is observed
and the amount of suppressed noise energy is comparable to the previous FORTRAN imple-
mentation of the algorithms, as presentedlifi|] The conclusion is that the combination of
these complementary noise finders allows a good reconstruction gf #ieematic variables.

A good suppression is also very important in the views of a calibration procedure aiming at the
knowledge of the true energy.
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2.2.7 Safety tests of the noise finders

As these finders are applied by default, careful studies have been performed to see if signal
relevant for exclusive studies were not suppressed. Tests were made on different MC samples,
namelyD* events in photoproduction and in DIS, and diffractiel events.

The principle of the tests was to look if these additional noise suppressions was Kkilling
genuine signal. The distance in they plane between a generated particle (WiRff" >
180 MeV, so that it reaches the calorimeter) and each particle candidate was computed:

d= \/(ngen - 77cand)2 + (Sogen - Qpcand)Q- (5)

The minimal distance is supposed to give the corresponding candidate associated to the gen-
erated particle. By looking at this minimal distance before noise suppregsiopn and after
noise suppressiod,,, we can see if signal has been suppressed.

Number of particles

Figure 7: Numbers of entries regarding the minimal distance),ip
between a generated particle and a particle candidate bé&fare and
afterd,,, noise suppression, in the* photoproduction event sample.

The figures7 and 8 are two dimensional histograms @f,., versusd,,osu, — dsup. It is
straightforward to see that first, most entries are concentratégd.at — ds,, = 0, S0 the noise
suppression was safe, and in #g,,, — ds,, = 0 plane the regionl,,,.., ~ 0 dominate,
so the generated particle was correctly matched to a candidate. The region to look for signal
suppressed is the region @&f,.., ~ 0 (the particle is well associated to a generated one) and
dnosup — dsup < 0. We see two such entries on the histogram of Figitd,,osup — dsup = —0.5
and—1.5. Thefirstone is &~ killed by the NEWSUP algorithm, and the second omekélled
by the HNOISE algorithm. For the histogram of FRy.five particles (twoy, two K? and an)
are found to be suppressed, this being mainly due to the special topology of photoproduction
charm events with a large number of very low energy particles in a kargage. A conclusion
can be drawn by looking at the Talffavhere one can see that the loss of genuine signal is at a
very low and acceptable rate with respect to the signal suppressed.

9
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Figure 8: Numbers of entries regarding the minimal distance.ip
between a generated particle and a particle candidate bé&fare and
afterd,,, noise suppression, in tHe* low Q* DIS event sample.

D* photoproduction sample Inefficiency
2 signal killed| 717 newsup clusters 0.2 %
3 signal killed| 114 hnoise clusters 2.6 %
D* low Q? DIS sample Inefficiency
1 signal killed| 562 newsup clusters 0.2 %
1 signal killed| 140 hnoise clusters 0.7 %

Table 2: Summary of the signal suppression.

For sake of completeness a test was made on a diffragfitesample. It was found that
two 1 with no tracks associated and not found by the muon finder were suppressed by HNOISE,
this for 10* J/¥ events. So the noise suppression is clearly safe for diffractive vector meson
production.

To conclude the noise finding achieves a very good compromise between efficiency and
safety. The output list of noise suppressed clusters is the input of the Hadroo2 algorithm which
is now going to be described in detail. Every noise suppressed cluster is flagged and re-used to
calculate the total hadronic LAr four-vector produced by noisy cells. This information is stored
on HAT in the variables which start with the string 'HfsClusNoiseXXXX’ and allows then to
study the impact of the different noise finders.
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3 The Hadroo2 algorithm

The Hadroo2 algorithm realises the creation of the HFS particles. Note that if there are iden-
tified electrons or muons which are not flagged as isotatbéy are considered as being part

of the Hadronic Final State but their four vector remains unchanged and their associated tracks
and clusters are excluded from any additional treatment.

The algorithm starts with the previously described list of selected tracks and clusters. The
cornerstone idea of the energy flow algorithm is the combination of the tracks and clusters. As
we may have both for a charged particle, we want to keep the best measurement. To achieve
this, we propose to compare relative resolutions of the tracker or of the calorimeter for the
measurement of the same amount of energy.

3.1 Comparison of tracker and calorimeter resolutions
Each track is supposed to originate from a pion, with energy

E2 - Pt2rack + m?r - PYQ“,track/ SiHQ 0 + m721' (6)

track

The error on this energy is obtained by standard error propagation using some of the track
fitting error information:

2 2
UEtrack o 1 PTvtTaCk 2 9 2 O-PT 7
= —— - cos“ oy + —; (7)
Etrack Etrack Sin sin” 0

whereop, ando, are the corresponding error % andé and neglecting their correlations. It

was checked that the use of the full covariance matrix gave similar results within 2 % at most.
Now we evaluate for each track what would be the corresponding error of this particle as

measured with the calorimeter. This decision turns out to be only based on the track, but it

is not possible to make any decision based on the calorimeter deposit as this one is a priori

unknown due to possible contribution of neutral particles. We made the assumption that the

corresponding error on the measurement of this particle in the tJArduld lead to the error

OF LAr expect.

OF _ OFE LAr expect. o 0.5 (8)

(E> LAr expectation Etrack B \/m‘
The relative resolutions defined by Eqg) &nd @) are then compared to determine which

of the tracker or the calorimeter provides the best measurement. The track is considered as a
“good one” if

OB rack < OE LAr expect. (9)

Etrack: Etrac/c
The Fig. 9 shows the relative resolutions of the track compared to the LAr expectation. We
observe that the tracker measurement is better up to 12 GeV for forward tracks, 25 GeV for

5A muon is isolated if the calorimeter energy in a cylinder around the extrapolated muon track GeV
(cylinder radius of 35 cm in electromagnetic, 75 cm in hadronic LAr section) and if there is no other selected track
in a cone of radiugz,_, = 0.5.
An electron is isolated if the calorimeter energy not attributed to any other identified electron in a cone around
the electron of radiug,_, = 0.5 is less than 3 % of the electron energy. All SpaCal electrons are considered as
isolated.

11



04F 04F

central

035 F 035 F

c/E

03F 03F

0.25 0.25 |
0.2F 02F

0.15F 015 F

01 EE o1k

0.05 F 0.05 f . 3 T
PN 7P TTTTIOTIT IO FOPT PRPI PP IOP OMJ_MLMJ_MJ_M‘
0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
Etrack (GeV) Etrack (GeV)
w % combined
T 0.35F
©

03t v tracks data

o tracks MC
— LAr expectation

025 F
0.2

0.15
0.1

0.05

0 5 10 15 20 25 30 35 40
Etrack (GeV)

Figure 9: Relative resolution of the different types of tracks compared
to the LAr expectation.

central tracks and about 13 GeV for combined tracks. We also observe that the error of the track
measurement is reasonably well described by the MC, at least up to the turnaround energy.

To also optimise the global energy measurement, selected charged tracks are ordered by
increasingPr, in order to associate first the clusters to the well measured?owacks. Then
the algorithm do a loop over selected tracks and for each track test the9kaqnd try to
associate calorimetric clusters to the track.

3.2 Track measurement preferred

If Eq. (9) is true, the track measurement is used to make a particle candidate. In this case the
calorimetric energy has to be suppressed to avoid double counting. Each track is extrapolated
up to the surface of the calorimeter as an helix, and inside LAr as a straight line. The calori-
metric energyE.iinqer 1S cOmputed as the sum of all clusters in the overlapping volume of a
67.5 cone and two cylinders of radius 25 cm in the electromagnetic part of LAr and 50 cm
in the hadronic part (see Figl0). This volume will be referred hereafter as the “cylinder”.
The numerical values are such that the cylinder reasonably contains the full hadronic shower.
Small variations of these values do not lead to significant changes in the performance of the
algorithm.

Then the track energy;,... is compared to the calorimetric energy inside the cylinder

12
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Figure 10: The axis of the cone and the cylinders is the straight line
extrapolation of the particle trajectory into the calorimeter. The dis-
tance of closest approactic¢) of a cluster is defined with respect to
this line. This drawing is courtesy of A. Perieanu.

E yiinder, taking into account possible fluctuations of both measurement within their standard
error$ and if

2
Op OE 2
Ec inder < Erac x [1+1.96 __track + <_> 10
v ok \/<Etrack> E LAr expectation ( )

an amount of calorimetric energy,,,pressca €qual toE.inq.- has to be suppressed completely.
Otherwise only an amount of energy,,ypressed = Eirack 1S SUPPressed. Clusters are sup-
pressed one after the other by increasing and up to the needed energy. To reach the exact
Equppressea €NEIQY, some clusters may be only partially removed and their energy is adjusted.
The meaning of Eg. 10) is the following: the calorimeter measurement may have fluc-
tuated, but the well measured track give a constraint on the amount of energy coming from
charged particles; so we discard all the calorimeter measurement except if the observed fluctu-
ation is above 95 % C.L. of the error. If EQLQ) is false the energy differend€.;,aer — Eirack
is assumed to originate from neutral particles or other charged tracks. So it is a way of decid-
ing whether there is additional energy not belonging to the primary track or not without always
believing the upward fluctuations of the LAr energy measurement.

3.3 Calorimetric measurement preferred

If Eq. (9) is false then the energi€s, ;4. aNdEy,,.i, are compared and if

Etrack S [Ecylinder —1.96 OF Ecylinder + 1.96 O-Ecylinder:| (11)

cylinder?

5This feature of the algorithm was suggested by K. Daum
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Figure 11: Example: behaviour of the Hadroo2 algorithm given three
starting situations involving tracks and clusters. On the first line, a
10 GeV track measured with a 4 % accuracy is kept (E)) &nd all

the calorimetric information is removed (Ed.(j). On the second line
the track information is still kept, however the cylinder energy of 15
GeV is determined to contain a neutral component (following the Eq.
(10)) and only the track energy is subtracted. On the third line the track
is not well measured (15 % accuracy) and the calorimetric information
is used.

(With 05,14, = 0.5v/Eeyiinger) the track energy is considered to be compatible with the
calorimetric deposit and the calorimetric measurement is used to define a particle candidate.

Otherwise, if

® Eirack < Eeylinder—1.96 0 , the track measurement is used and calorimetric energy

is subtracted as in Se8.2

cylinder

® Eivack > Eeylinder +1.96 0 , the track is suppressed and an hadron is defined using

cylinder

14



the calorimetric clusters

Indeed, when the compared energies are compatible, the hadrons are well measured but most
of the time the measurement of the calorimeter is more accurate. When the track energy is
much larger than the calorimeter energy, it is most of the time due to a bad measurement of an
high Pr track.

3.4 Treatment of residual clusters

Once all the tracks have been treated, particles candidates are made out of remaining clus-
ters using the calorimetric energies. The momentum of these clusters is rescaled to obtained
massless particles. Thes particles correspond to neutral hadrons with no associated track or to
charged particles with a badly measured track.

4 Comparison with other HFS algorithms

The main kinematic variable used in the next sections are defined using the hadronic and
double-angle methods. The total hadronic transverse momehjumdefined by

Ph = (Z Pj}) + (Z P;) (12)

where the summatioh extends over all reconstructed hadrons ait®®S level. The quantity
¢, andd; stand for the hadronic inclusive polar angle calculated respectively with the hadronic
and positron variables using:

tan(6,/2) = Zh(E;j@_ ) (13)

and
2E§ — (E. — Pz,)

Pr
whereE§, E., Pz, and Py are respectively the energy of the incident positron, the energy, the
longitudinal and transverse momenta of the scattered positron.

The total transverse momentuR§* is calculated using the double angle method from the
angles of the positron and of the hadronic system:
2E§

tam%e +tan%h

tan(6s /2) = (14)

(15)

da __
PT -

The Pr balanceP? stands for the ratio of the hadronic transverse momentum and the
double angle transverse momentum:
Ph
bal T
PT - P—,ZC!‘&. (16)

"Note that technically the four-vector of the particle candidate associated to the track is changed using the
calorimeter informations. Only if there is no calorimetric energy behind the track, its particle candidate four-
vector is set to zero.
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In this note the following area depicted on Fig2 will be used. It is an angular division
roughly named after the corresponding calorimeter wheels.
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Figure 12: Definition of the different areas of the LAr calorimeter
defined for the HFS calibration.

In the past, several other approaches for the reconstruction of the hadronic final state have
been used. For inclusive high? analysis, algorithm using only calorimeter information has
been used — this is referred here as the “clusters only” algorithm. This suffers from the draw-
back that lowPr tracks component is not included in the HFS reconstruction and is therefore
missing.

The widely used FSCOMB algorithm has been one of the first attempts to combine tracks
and clusters, but tracks were only considered @8 of 2 GeV. In FSCOMB the subtraction
also is done in such a way that only, ... is suppressed, and never,,q... So there is no
equivalent to Eqg.10) and the energy measurement of LAr is always trusted.

4.1 Composition in tracks and clusters of the HFS particles

Figure 13 shows the relative contribution of clustersi$ for neutral current (NC DIS) events
with only one jet and for data and MC events. The details of the event selection used here are
given in Sec.5.2 The fraction of tracks is then the complement to one of the cluster fraction
presented in Figl3.

A clear pattern of dependencies upBff andd,.; appears. We see that first, the contribu-
tion of tracks is decreasing when the transverse energy of the jetis increasing. This is consistent
with the fact that more clusters are chosen at high energies. The main dependency is the one
with respect tdd,.;. For6,.; < 15° the forward and combined track contributions are rather
low, and the HFS particles are clearly cluster-dominated by about 80 %. In the OF region the
central track contribution starts to play a role and the cluster contribution decreases. At the
end, the cluster contribution in the central region is around 40 %. We can also observe that

8When the algorithm was developed, high tracks had not been extensively studied.
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Figure 13: Fraction of the total hadroniP; due to clusters for higty?
NC DIS one jet events, as a functionff, and P¢*. Data are presented
using solid circles and MC with open circles.

the contributions of tracks and cluster in the data are reasonably well described by the MC, as
expected from the good description of the track relative resolution as shown i@.Fig.

Figure14is a comparison of th&2*(0;.,, P4*) = P/ P for the same higl))> NC DIS
one jet sample reconstructed with different algorithms. No cluster calibration is applied. In
almost all calorimeter wheels, a 10 % shift of tR&* mean values of the Hadroo2 algorithm
is observed due to the different weighting scheme used (see S2cl). On this plot the
contribution of tracks is clear, already for the OF region: ¢ is much flatter with respect
to P&, In the IF1 and IF2 regions, where track contribution is negligible, all/gffé have a
similar shape.

4.2 Resolution

The evolution of P2 distributions as a function aP¢* and#,., for FSCOMB and Hadroo2
algorithms are compared in Fid.5. The evolution of mean values @t distributions are
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Figure 14: Comparison of the?2* = P&/ Pd* dependency upofie
for different HFS algorithms: FSCOMB, Hadroo2 and clusters only.

depicted on the left figures while the right figures present the evolution of the relative resolution,
defined asr(P2)/ < P2 >. NC DIS events with only one jets have again been used (see
Sec. 5.2). The mean values corresponding to the Hadroo2 algorithm are shifted down by
~ 10 % due to the weigthing scheme used. Nevertheless the resolution obtained with the
Hadroo2 algorithm is comparable to FSCOMB and even better in the backward region of the
LAr calorimeter.

Further improvement of the resolution can be obtained by combining the Hadroo2 algo-
rithm with the new energy weighting scheme for hadronic clusters proposeddh [This
is displayed by blue points on Figl5. We can observe that the resolution is improved in
all regions of the calorimeter and especially in the central part of the barrel and for 10 GeV
< Pda < 20 GeV. The evolution of the mean values Bf* as a function ofP% is also flat
using this new weighting. Therefore it is planned to include this new energy weighting in next
developments of the HFS finder.
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Figure 15: Evolution of mean values (left figures) and relative resolu-
tions (right figures) of?2* as a function of?>* and¢,.,, for FSCOMB
and Hadroo2 algorithms. The influence of the “new weighting’s]
(blue dots) is also presented.

5 Jet Calibration procedure

This section is devoted to the calibration of jets for high inclusive measurements. The
knowledge of the absolute energy scale and its error is a key point for lots of analyses, ranging
from searches and “exotic” analyses where we want to reconstruct an invariant mass, to jets and
inclusive physics where the understanding of the error on the hadronic energy scale is crucial.
This is especially true for the Charged Current analysis where all the kinematics variables are
reconstructed using the HFS.

5.1 The principle of calibration

Once the hadron finding algorithm has been fully specified, a suited calibration procedure can
be applied. The selected tracks are already calibrated and the calibration procedure must not
change their energy. In figures we observe that th&® mass peak obtained with the default
H1PartKOFinderhas an accuracy better than 1 %.

The aim is therefore to perform a jet calibration but only changing the energy of calorimeter
clusters. The method of jet calibration used here is derived ffcin The reference quantities
used for the calibration are determined with the double angle kinematics. The hadronic trans-
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Figure 16: KO mass spectrum
(normalised to the KO mass) ob-
tained with the ;,ODS standard
H1PartKOFinder  The invariant
mass of the two pions is computed
using the good quality tracks. The
mean of a Gaussian fit (blue line) is
centered to one with less than 1 %
sof mean= 0.997 deviation.
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verse momentum determined with this method is independent of the LAr energy calibration

to a good approximation. The calibration is said toabsoluteif the measured} coincides

with the P (see Sec4 for definition of the variables). The use of the double angle method

as a reference has several consequences: first, the calibration sample chosen to determine the
calibration constants must be such that ¢ measurement is well under control. Secondly

this method does not rely on MC which is separately calibrated and no relative calibration is
needed. Finally the method is also independent of the electron calibration.

5.2 Determination of the calibration constants

The event sample used to determine the calibration coefficients is defined by the following
selection:

e Good quality selection (High Voltage, Vertex, background findets,

Q* > 100 GeV?,

1 electron withPy5. > 10 GeV,

only one jet,

good P4 measurement cuts:

— Anti ISR cutP%/Pde > .88

— Anti leakage cuts Es,qcar/ Erotar < 1 %
— pprecal ) plotal < 1 9

— Eivon/Eota < 1 % Or Piren ] piotal 1 94

— df = |Ohaa — Ujec| < 1.5. This cut was shown to improve the double angle mea-
surement at lowP,*" andd;.; (see 7).
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Figure 17: Pde/ P2 distributions before and after having applied the
good double angle measurement cuts. The bidg'dto higher values
due to QED ISR is significantly reduced by these cuts.

The figurel7 shows the ratid?d / P4 before and after the gooBd* measurement cuts
for high Q? neutral current MC.

The improvement of thé’4* measurement is clear, especially the bias offfieto larger
values (due to initial QED radiation) is significantly reduced. Hence we can say that the double
angle measurements are well under control. Note that no cut on the hadronic energy is used,
because indeed such a cut would bias the distributions used to calibrate. In these one jet events
the hadronic final state is entirely contained in a single material region of the LAr and we have
an approximation of the difference between the tfyeof the jet (approximated aB4*) and
the response (or lack of response) of the detector.

The evolution of mean values @2 distributions uponP4* — called F,;,, — is fitted
separately for severdlregions. The functional form used for the fit is

Fpgtbal(Pga> = Ag(1 — exp~Bo=CoPi") (17)

The P2 distributions and the result of the fit are shown in Fig.

During the calibration procedure described in the next section each jet will then be corrected
by this factorF,,;,;. But, as these coefficients are determined using an Riglyreater than 10
GeV) selection, the extrapolation 6}, to low Pr jets cannot be reliably trusted. Therefore,
only jets with P/ > 4 GeV will be calibrated with this method. In very forward region,

0, < 7°, affected by leakage in the beam-pipe no absolute calibration can be reasonably
applied too. Jets reconstructed in the SpaCal calorimeter 155°) are also not calibrated.

In order to also calibrate remaining hadrons which are not part of a jet, or in jets not cal-
ibrated usingF,...;, the dependence of the mis-calibration is also determined as a function of
g5 only, as presented in Fidl9. This will be use to determine calibration coefficiefits for
eachd bin as defined in Figl2. The coefficientdD, will be applied to all remaining hadrons,
separately for data and MC to perform an absolute calibration, except in the éggion < 7°
where a relative calibration is applied. Here only data events will be calibrated, to bring the
response of the LAr calorimeter to the one simulated in the MC.
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Figure 18: Evolution of the mean values of tH&* distributions with

Pga for the calibration sample in the differeéi.; regions. Solid and
open circles stand for the data and MC, respectively. The plain and
dashed lines are fits of the functional form of Efj7)to data and MC
points, respectively. This example is for 1999p-2000 data and RAP-
GAP Monte Carlo.

5.3 Application of the calibration

In a first step all hadrons in jets will be calibrated, jet by jet. As the calibration should be
applied only to clusters, we have to disentangle for each jet hadrons reconstructed from tracks
and from clusters. For each jet we can define the fractioR/6f carried by clusters before
calibrationC,;, as

Puncalibrated clusters
T

Ccls =

(18)

tracks uncalibrated clusters *
Py + Pr

The fraction ofP%Et carried by tracks is the complemdnt— C,;;). Note that here the fraction
C., is an approximation because it is determined before any calibration of the energy of clus-
ters. If F,;, 1S the absolute correction defined in Séc2it is easy to see that the correction
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Figure 19: Mean values of?>* distributions for each LAr wheel (left
figure), for data (solid circles) and MC (open circles). The ratio be-
tween data and MC points is presented in the figure on the right. This
example is for 1999p-2000 data and RAPGAP Monte Carlo.

factor f we need to apply only to all clusters in the jet is given by

- Fptbal X (1 - Ccls)

19
Fptbal X Ccls ( )

le

For each jetF,;,,; Which was determined as a function éfand P& (Eq. (17)) will be
calculated using instead the mean polar angle of th& jeand its transverse momentmﬁ“.
IndeedPd* can not be used now as, for a general selection, the double angle measurement may
not be reliable and the total transverse momentum can be also shared between different jets.
In order to have an approximation of the “true” transverse momentum an iterative procedure
is used. The uncalibrateﬁ}et is used as the argument in EQ.7] for a first approximation of
f. The resultingP%‘it’ is then used to compute the finAlused to calibrate. For each jet the
calibration is performed by multiplying the cluster energy by fHfactor. Then in order to be
consistent with thét jet kinematicsp;c;, njet, P%et are properly recomputed and the final jet is
massless.

The jets are not calibrated )" < 4 GeV or¢’* < 7° or ¢’ > 155°. The total hadronic
final state can be decomposed in hadrons belongings to calibrated jets and remaining hadrons:

PHFS,Uncalibrated = E Pjeti,Uncalibrated + PHFS,notinjet (20)
A

where Py ps q0tin jer the part of the HES not in jets brings a negligili?e contribution in high
Q* eventS. In a second stePy rs ot in jet Will be calibrated using), coefficients depending
on the polar angle of each hadrép,..... All cluster hadrons will be absolutely calibrated,
except forf,.4.on < 7° Where the calibration is applied only to data events udipg,. =

Dgate, ] D)%, The total calibrated hadronic system is then obtained with:

PHFS,CalibTated = E -Pjeti,Calibrated + PHFS,notinjet,calibrated (21)
i

%In the theoretical prescription implemented in the jet findef] one end with nothing but only jets in the
HFS. However as it is not really reliable to go down to arbitrary IBwa cut ofP{FEt > 2.5 GeV is introduced
for the writing of jets o ODS.
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Note that all the calibration coefficients determined here are specific both to Hadroo2 and to
the kt jet algorithm.
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Figure 20: P!/ Pde distribution for one jet events, before (left) and af-
ter (right) the application of the jet calibration. The mean andlues
are obtained using a Gaussian fit to the central part of the distributions.

5.4 Tests of the Calibration

The tests are performed with a much larger event sample, requiring the following set of cuts:

e Good quality selection (High Voltage, Vertex, background findets,
Q? > 100 Ge\?,

1 electron withPy > 10 GeV,

P/ Pg > .35,
Anti ISR cut)_, .(E — Pz) > 42 GeV,

e 0, > 7°, this ensures that the jets are well contained in the calorimeter acceptance.

Now a totalE! — Pz cut is allowed to reduce the effect of ISR. This different set of cuts will
allow to check that the method does not depend on the selection used for the determination of
the coefficients. Different NC DIS event sub-samples containing only one, two and three jets
will be used for the tests. The two and three jets event samples are independent from the events
used for the calibration and therefore provide good tests.

5.4.1 One jet check sample

First the tests with a one jet check sample are performed on 1999p-2000 data and an NC DIS

Monte Carlo events generated using RAPGAP. The calibrated and uncalitbttetistribu-

tions are presented in Fig0. The distribution is now centered at one and the width is reduced.
The evolution of the mean values 8 distributions as a function aP4* andés is pre-

sented in Fig.21. The ratioP?*(data)/P:*(MC) is also shown. It is well described within

2 %.
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Figure 21: Mean of theP! /P4 distributions (upper figures) and the
ratio P2 (data) / P2 (MC') (bottom figures) as a function d#* and
g5, for one jet events, before and after calibrations.

5.4.2 Two and three jets check sample

Especially for cross section measurements of hHighets, the minimisation of the hadronic

scale uncertainty, and therefore the optimisation of the jet calibration, is necessary. The uncor-
rected and correctef?* distributions are presented in Fig2. Again, after corrections the

data and MC agreement is improved and the absolute momentum balances are centered around
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Figure 22: Ph/Pde distributions for two (upper figures) and three (bot-
tom figures) jets events, before (left) and after (right) the application of
the jet calibration. The mean amdvalues are obtained using a Gaus-
sian fit to the central part of the distributions.

one. The mean values &% are displayed on Fig23 and24 as a function of?{* and¢s for
two and three jet events.

The results obtained with a two jet sample show that the ovétalbalance is centered
around 1.0 and that the systematic shift does not exceed 2 %. We can observe that the absolute
hadronic scale is obtained within 2 % after coorection, for the data and the MC. The systematic
uncertainties are also of the order of 2 % in all f% andds ranges.

5.4.3 Inclusive check sample

With the inclusive check samples which has a larger statistics, the calibration can be tested as
a function of P¢* andd at the same time. The mean values of corrected and uncorrggted
distributions as a function afd* and¢ are presented in Fi@5. This example shows, on data
event only, the effect of the jet calibrations. We can observe that after correction the absolute
hadronic energy scale is well obtained within 2 %. The effect of the jet calibrations on the
agreement between data and NR&! distributions is displayed in Fig26. One can see that
again after having applied the calibration, the systematic error is well contained within 2 % in
all P bins of eacl¥ region.
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Figure 23: Mean of theP} /P4 distributions (upper figures) and the
ratio Pt (data) / P2 (MC) (bottom figures) as a function d@#i¢ and
g5, for two jets events.
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Figure 24: Mean of theP} /P4 distributions (upper figures) and the
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tributions with P¢* for the inclusive check sample in the differefit
regions. This example is for 1999p-2000 data and RAPGAP Monte

Carlo.

30



5.5 Resolution improvements

Using the inclusive check sample, we can verify the effect of the hadronic calibrations on the
resolution of theP: measurement. The evolution of the relative resolutisf¥3?*) / P2 as a
function of9¢ and P{ is presented in Fig27. The resolutions are calculated before and after
the application of the jet calibration. In general, the relative resolutions are improved by the
calibrations.
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Figure 27: Evolution of the relative resolutions, calculated before and
after applying the jet calibrations, as a functionajf (left) and P
(right). The effect on data and MC is presented in upper and bottom
figures, respectively.

5.6 Practical implementation in analysis: how to use it ?

This section will be devoted to give an example of the use of the actual jet calibration available
in theH1JetCalibrationpackage into an H1OO analysis. Indeed the reconstructed hadrons and
jets available onODS are not presently calibrated and each user has to apply by itself the jet
calibration in his own analysis. We should here stress that this calibration was only developed
for high P jets (greater than 10 GeV) and high inclusive analyses?> > 100 Ge\f) and it
can not be guaranteed that this calibration is working also or(}éwvents.

The jet calibrations should first be initialised at the beginning of your job (before entering
in the event loop) using:

H1JetCalibration* JetCalib = new H1lJetCalibration;
JetCalib->InitHadroo2KtJetCalibration((int)RunYear,
(int)RunType);
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TheRunType has to be 0 for data and 1 for MC. The available run period®iorYear are
defined as 96-97 = 3, 98-99=4,99-00 =5and 03-04 = 7.
Then inside the event loop, each event has to be calibrated by calling:

Int_t nJets=ModsPartJet.GetEntries();

Float_t fPthCalib=0;

Float_t fGammahCalib=0;

Float_t fEmpzhCalib=0;

TLorentzVector* jetscal= new TLorentzVector[nJets];

TLorentzVector HadCalTotVec=
JetCalib->GetHadroo2KtJetCalibration(fPthCalib,
fGammahCalib,fEmpzhCalib,jetscal);

delete [] jetscal; //--- after having used it

whereHadCalTotVec is the four-vector of the calibrated hadronic final sté®hCalib
the calibrated”):, {GammahCalib is 6, after calibration andEmpzhCalib the £ — Pz
of the hadronic system. The calibrated four-vectors of all jets in the events are provided in the
arrayjetscal  (note that the user has to take care of deleting properly this array).

The totalE— P> and missing transverse momentiii**s of the eventEpz andPtmiss |,
respectively) can be re-calculated by adding all isolated identified electrons and muons to the
total HFS four-vector with:

TLorentzVector TotalVec=HadCalTotVec;

H1PartEmArrayPtr ModsPartEm;

H1PartMuonArrayPtr ModsPartMuon,;

for(Int_t i=0;i<ModsPartEm->GetEntries();i++){

if(ModsPartEm([i]->IslsolatedLepton())
TotalVec+=ModsPartEm([i]->GetFourVector();

}

for(Int_t i=0;i<ModsPartMuon->GetEntries();i++){
if(ModsPartMuon(i]->IsIsolatedLepton())

TotalVec+=ModsPartMuon[i]->GetFourVector();
}

Float_t Epz=TotalVec.E()-TotalVec.Pz();
Float_t Ptmiss=TotalVec.Pt();

The hadronic kinematic variables can be also re-calculated:

Eh = HadTotVec.E();

Pzh = HadTotVec.Pz();

Pth = HadTotVec.Pt();

Phh = HadTotVec.Phi();

if (Pth>0) Thh = 2*TMath::ATan((Eh-Pzh)/Pth);
Gammah = Thh;

yh = (Eh-Pzh)/(2*GenPl);

Q2h = (Pth*Pth)/(1-yh);

if(yh!=0) xh = Q2h/(yh*GenS);
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as well as the kinematic variables from the double angle method:

Q2da = 4*pow(GenPl,2)*sin(Gammah)*(1+TMath::Cos(The))
/(TMath::Sin(Gammah)+TMath::Sin(The)-TMath::Sin(Gammah+The));

xda = (GenPl/GenPp)*(TMath::Sin(Gammah)+TMath::Sin(The)
+TMath::Sin(Gammah+The))/(TMath::Sin(Gammah)+TMath::Sin(The)
-TMath::Sin(Gammah+The));

yda = Q2da / (xda*GenS);

Ptda = 2*GenPIl/(TMath::Tan(The/2)+((Eh-Pzh)/Pth));

Eda = 2*GenPl*sin(Gammah)/(sin(Gammah)+sin(The)-sin(Gammah+The));

whereThe is the polar angle of the scattered electron &@&hPl = 27.598 andGenPp =
919.971 the energies of the incoming lepton and proton beams, respectively.

6 Conclusion

Along this note the motivations and details implemented in the actual Hadroo2 HFS finder have
been described. Firstly the distortion in the measurement of the kinematic variables in the low
y region was investigated. Inspired by previous FORTRAN implementations, dedicated noise
suppression algorithm have been implemented into Hadroo?2 to correct this distortion. Detailed
checks have shown that these algorithms are working properly and that no signal important
to exclusive analyses is suppressed. In a second part, details of the Hadroo2 algorithm and
the way track and clusters measurements are chosen and combined were explained. Results
of comparisons of Hadroo2 with other HFS reconstruction algorithms were presented. They
show that Hadroo2 improves effectively the HFS reconstruction and the resolution, especially
in the highP domain. Finally, the method of jet calibration availablddihJetCalibrationwas
presented. This calibration is applicable for any event samples provided the transverse momen-
tum of either the scattered electron or the hadronic system is larger than 10 GeV. It is available
for all running periods, from 1994 to 2004 and checks have shown that the absolute hadronic
scale is reached within 2 % and that the systematic errors are of the order of 2 %. Concerning
future developments of the HFS reconstruction, it was shown that the application of the new
weighting scheme presented in §] can help for additional improvement of the resolution.
Work is also ongoing to extend the actual hadronic calibrations to all events, includir@?low
ones and to apply it directly to eagi©DS hadron.
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