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Abstract

After the installation and commissioning of the new PPC-based CalorinbsA€) [1]
hardware, intensive checks of the calibration procedures in the standalone datatakie,
formerly called “OS9/Vax standard calibration”, have been performed. €kalts were
compared to the results, that had been recorded with the old system. Altbaugtudies
clearly suffered from the unstable high voltage and electronics situatiangdsihutdown
time, the overall agreement was found to be better than d&nd comparable to the fluc-
tuations observed in two consecutive calibrations on the same hardware. Fortheha
new calibration procedure was measured to be roughly a factor of two fastethdaold

one. Hence with the new Calorimeter DAQ a full calibration can be done betiveen
HERA(ills.
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1 CalibrationProcedure

Principle

The high precision of the H1 LAr Calorimeter is maintained among others thraugbular calibration

procedure. During luminosity datataking, the frontend ADC counts are transformeéte dmy the

frontend DSPs into a calibrated charge measurement by applying calibfatitors after the zero

suppression. The precision and stability of these values are therefore @skeritie reliability of the

calorimetrymeasurementsandhavebeenintensivelyverifiedaftdrehardwarechanges.

Figure.l displays the dataflow and the interaction between the differediNeae and software compo-
nents of the calorimeter DAQ for

(ANRU) _ the calibration procedure: It is cir-
(ANRU) private VME PPC cular in the sense that the calibra-
(ANRU) ADC o DSP TCPIP tion factors are evaluated from raw
(ANRU \ datataking in the  DSPs
(BNRY cal MenuDAQ (“transparent” mode) and finally
file used in those same DSPs for the

RAMP online data correction during lumi-
-, calib_f file nosity. The ADCs, which digitize
F;ile the analog signals from the ANRU

Figure 1 : Data Flow in CaloDAQ during the calibration procgsthe data (analog readout unit) boards, are
readout by the DSP from the ADCs are transformed into thebcation tables COntroled by DSPs  through a
which are finally loaded as “cal file”s into the DSPs for onk data correction.private bus. The DSPs prepare the
Replacedhardwareparts("newCaloDAQ")areshadedgrey. readout data in buffers for the
eventbuilder. The eventbuilder
boards were equipped with 29K processors in the past, but for calibration readout on\C#684&n a
FIC board by CES was used until beginning of 2001. Both types of processors are rdpfaad?PC
CPU in the new Calorimeter DAQ [2]. The PPC eventbuilder is controlled throug®R/IP socket
client program, called MenuDAQ. This program receives the calibratiok$ADQR via Internet and
stores them in the RAMP file format. The RAMP file is transformed by th&bcation performing
auxiliary programcalib_f  which issues four calibration parameters and one noise descriptor (sigma)
per channel. Exactly these five channel dependent parameters are storedcallacspar4 files (one
per partition) and are used by the DSP in its onkeeo suppression and correctiomode. The auxiliary
dsph makes the transcription (number framing [3]) into the hardware adaptad file, which
containsthecorrectiontablesinaDSPreadableformat.
The parts of electronics which have been changed are displayed in gray.réhayra digital hardware,
and assuming a correct transfer of all programs, no change in the measweamnentd be observed.
However, a higher speed in data processing inevitably implies changes inatieuteand pulsing
sequence,whichmighthavehadtinyeffectsontheresults.

Fitprocedures

Energies from the calorimeter cells are measured and digitally caavbyt ADCs which are sequenced
and read out from the DSPs[4]. The complete electronic chain from the cadteimio the ADC is
regularly calibrated by injecting well defined pulses from a DAC sy§snTherefore the DSPs are
running in atransparent and summingode and a series of pulse events at different generator levels is
taken, which is called eamp. Note that the precision of these calibration measurements is improved by
taking the average over 100events for a given ramp point. The average value andinetasof the

.. . 2
standard variation, in other words the sum of values X, and sum of the squared values X
i i

enterthecalibrationfit.
The PPC receives the sums over 100 measured values and their sums from the D@Rsanitstthem
totheMenuDAQprogram.Twokindsoffitscanbeperformedwiththere  ceiveddata:
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linearregressionwithintheMenuDAQapplicationforafastandsi mplecheck
third order fit through the bias of a ramp file which is saved by the MenuDAQ agpdic and
readinbythe calib_f program.
Theresultofthelinearregressionarethreeparametersforeachchannel:
1. slopeoftheregressioncurve(P1)foreachchannel,
2. theintersection(pedestal)valueat“nopulse’and
3. anoiseestimator(sigma),whichwillbeusedasafactorfor thezerosuppressionlevel.
Theresultfromthethirdorderpolynomialfityieldstwofurtherpa rameters
4. secondorderfitparameter(P2)
5. thirdorderfitparameter (P3).
These calibration files are used by the DSPs in the “full correction” modechwis used for zero
suppressionandonlinedatacorrectionduringluminositydatataking.
Previously the calibration ramp procedure was executed by a FIC running OS96(H&sg.de) for
datataking and a Solaris 2.7 Sun (madura.desy.de) building the ramp files. The Spreaeeded by a
Vaxclustersystem(CaloVax)inearlierdays.
In our newly installed system, the datataking is performed by a PPC runningdSitambon.desy.de)
and the ramp files are generated by the Java application called MenuD#Eh has been tested to run
reliablyonLinux(2.2)andSolaris(2.7)underJava2(1.2).

Rampfileanddataformats

BOSbanks

Ramp files contain a series of plain BOS [6] banks, which in turn containbege ("mean”) values
and standard deviations ("sigma") of the measured ADC response. In faet B@S banks don't
conform fully to the standard, as they are sensitive to byte order; no BOSylilsractually involved
until their storage to file. Depending on the the originating system and thus manfarmat of the
values,threedifferentbanknamesareused:

RAMP Vax (floatingpoint,littleendian)
RAMB UNIX (floatingpoint,b igendian)
CALI 0OS/9 (fixedpoint,integermultipliedby16)

Allnumericalformatsextendon32bits. TheseBOSbankscontainami niheaderwith:
number of columns, number of rows, control length and control fields (date, time,
number of events, partition, number of channels, status of the Orsay sequencer and
calibrationboardstatus).
Controlfieldsarefollowedbythesumsandsumsofsquaresasdescr ibedinthepartabove.
The new DAQ being Unix (Solaris) and PPC based, only the RAMB format is prgdesitig used.
That excludes for example compatibility with Intel CPUs! The Java convensi@ornpatible with the
PPC(andcouldbechangedbysoftware),butthebyteorderisexplicit elyconstructedintheapplication.

Channelnumbering

Due to the hardware architecture [4;7], the DSP reads 1024 values from eighs Alb€brding to the
followingscheme(horizontal,continousarrows).

ADCO.CHO _« ADC1.CHO s ADC2.CHO ADC3.CHO ADC4.CHO ADC5.CHO ADC6.CHO ADC7.$IO
| |

ADCO.CH1 3 ADC1CH1 3 ADC2.CH1 ADC3.CH1 ADC4.CH1 ADC5.CH1 ADC6.CH1 ADC7.$I1
n n

ADCO.CH2 ' ADC1CH2 ' .. >
L] L]

ADCO.CH3
L] L]

ADCO0.CH127

One ADC digitizes 128 channels from 8 different Analog Boxes (ANBX). Hencenfany comparisons
and interpretations of the measurements, the appropriate order would be by ANBX ooltlgns”
(dashed arrows) speaking in the above picture. That's what we call usually remgntsereordered
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channel numbering. It's an option in the MenuDAQ application. In this note, only remraemrmbering
will be used, thus displaying channels of the same ANBXes and the same ADCsg maxttother in all
plots, which is not the case for the file formats. The reordered numbering éetsesion of problems in
theelectronicchain.

ColdandWarmcCalibrationchannels, Crosstalk

The usual (cold) calibration lines leading signals into the cryostat are suppted by (warm) optional
calibration lines leading the calibration pulses only until the ANBXes outdigectyostat. Thus, H1
keeps the possibility of calibrating cells with broken cold lines from anagdation of the calibration
with warm lines. A total of 992 generators are used for pulsing. According tolitles used for
calibration, the calibrations are said to be "cold" or "warm" for short. Ducioig calibration cross talk
betweenlinesissignificantand1/16ofthe992generatorsarepulsed atonce.Thismeansthateachpoint

in the ramp file is built from 16 pulses and 16 readouts. The MenuDAQ applicationr¢lcosstructs
onepointfroml6separateDSPreadoutswithoneoutofsixteengroupsof generatorsactivated.

In order not to depend on database contents and to reflect exactly the hardivat®rsiduring a
calibration, the saturation trick is used in standard H1 calibrationstandard ramp files the first and
third DAC point are pedestal measurements. The second point is pulsed at a VelgMaigin order to
saturate the ADC responses. Thus the relation generator—channel is esthbighehe resulting
conversiontableisusedfromthe4 "tothe32 "pointtocombinethesixteenmeasurementstoone.

The DAC pulse levels are described in /hl/iww/idet/icalo/dag/MenuDAQ/IRagtiest, file
levstand.req. The CB partition is the only partition which does not contain ¥ gaiBXAlnd all its
ANBX are saturated at the Z2point (24676 DAC counts). Therefore CB ramp files contain only 22
pointsinsteadof32pointsliketheotherspartitions.

All pulsed points are measured in mean-sigma with 100 events, in order to satoiction of the sums
ofsquares(24bits).However,pedestalpointscanbeandaremeasuredwth1000events.

2 ComparisonmethodfortheFitparameters

A detailed graphical and numerical comparison of the calibration parasniesared by the calibration
procedure with OS9 and PPC has been performed for each partition. For eatdnpghe parameters
has been plotted versus the reordered channel number for OS9 and PPC resultslgepamexample

forthiskindofplotsisshowninFigure2.
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Figure 2: The slope values for the FB partition as a functidrttee reordered channel number taken with the OS9 system.
Thetwogroupsofdifferentgains(simple,quadruple)areclearlyvisible. Thelastchannelshavea'd ouble"gainfactor.

Insteadofthedirectvalueforthecalibrationslope,thecorrection factorforthereversecalibration,
396866/slope,

which will be multiplied to the ADC output in online mode, is stored in the rang fn Figure2 these
values are displayed for the FB partition. They are taken with the new PR&hrsy$he two different
groups of gain factors are clearly visible. The distribution for the OS9sydboks of course very
similar; comparisons on a visual basis are hardly possible. For the comparidmrektlts the relative
difference

Newhardware-Oldhardware

NewHardware

hasbeencalculatedasafunctionofthereorderedchannelnumber.TheresultsareshowninFigure3.
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For characterization of the comparision we used the projection of the rethtieeence on theaxis. It

8.002 - _ , Figure3:Relative

© . ' ‘ : g differencesforthe

slopeparameterof

theFBpartition

versusthereordered

e b b b b e channelnumber.

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 Shownarethevalues
channel (reordered) (PPC-0S9)/PPC

permits to observe possible shifts. This distribution for the inverse slopes oBtparftion is shown in
Figure4. The mean and RMS values are calculated in PAW [8] and exttast¢he characteristic values
ofagivencomparison.

0
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In the following, we exploit two different types of fit procedures for the calilon factors, which are
available in the MenuDAQ Java application for the new hardware and in menu_daq mragich
Vax/Sun client for vax_server respectively for the OS/9. The simplest agpiisaa linear fit (three
parameters: pedestal, slope, noise) which easily allows to detect epiddgiems, for example in the
hardware or croos talk effect between partitions. It minimizes the numbavolvied programs, because
onlyMenuDAQisused.

Secondly, the H1 official procedure goes through all programs, which were anedtiin the
introduction and yields five parameters from a third order polynomial fit asagx@ll above. They
allowed us to detect tiny errors like the crosstalk effect in one partdioa to simultaneous pulsing of
allchannelsorsequencerorpulsertiming.Thismethodyieldsaprecisionbetterthanl

3 Studyonlinearfit

The MenuDAQ program allows to generate a first order calibration wittmglg!, linear regression fit.
The generated files contain only 3 fit parameters: pedestals, threshottigan, the two other
parameters being set to 0 in order to keep the same format as any rampFigere5 presents a
summary for each partition of the mean difference of all the channels andidts ¥or the three
parameters.

Two different calibrations have been compared to illustrate the fluctuatibssrved in two consecutive
calibrations on the same system and the differences due to hardware chadaGe®$). In Figure 5
one can see that for all three conbinations of the systems the results aremitay. Sihe pedestals do
not show significant shifts and are stable with in 1 The width of the noise distributions is
approximately 10% for all comparisons. This value is expected because of tHensmmdler (100) of
events which are taken for the width determination. For the gain the resulearsimilar as well. The
differences in the comparison OS9-PPC are comparable to the fluctuation® eftivrations on the
samesystem.
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Cormporaison between Lymnx—0S and OS9 calibration files (linear fit)

Figure 5: Summary of relative
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Pitfalls

As a demonstration of the crosstalk effect in a cold calibration, Figgle®ws the comparision of the
slope parameters for FB, comparing the case with other partitions activ@t@dalibration with FB
only.

£ 0004 Figure 6: Relative difference of the
© - slope calculated from FB data when
0 0.002~ just FB was activated and FB data

when all four partitions were activa-
ted. The cross talk effect clearly cor-
ruptstheresults.

0 2000 4000 6000 8000 10000 12000 14000 16000 18000
channel (reordered)

Gain differences

We found accordingly on the PPC and the OS9 system, that the hardware setup &f gaetiEon
sometimes needs a first dummy event to be valid for datataking. This will becsutbjaurther studies,
as no trace of such a behaviour has been found in previous documentations or calibratisnfFesthe
timebeing,adummyeventisintroducedinthe MenuDAQ@rocedureforthispartition.

During these simple tests with a linear fit it has been observed that thetplsdasd the ADC counts
measuredforagivenDAClevelvarywithtime,morethanweexpe cted.

5 Point variation (level 12416) Figure7: Variation of the ADC counts for
8 005 : : : ; a DAC level of 12416 for the OS9 (upper
< O diagram) and the PPC (lower diagram)
S _0.05 with respect to an arbitrary zero point in
s time.Thedriftintimebecomesevidentand
= *O W : : - : . .
8 | | | | | is obviously not an artefact of the new
70" 5 1 1 1 1 1 1 1 1 1 1 1 1 1 1
» 0 200 400 600 800 WOOOS%Old%OO DAQ(PPC).
g 0.05 SEE 1 1
O
< 0
é —0.05 ; : : : :
£ 0 o R o o
% 70" 5 | | ‘ | | ‘ | | ‘ | 1 ‘ 1 1 1 ‘ 1 1 1
0 200 400 600 300 WOOOSe 1200

PPC conds

This is illustrated in Figure7, where the mean value of the channels on PP@m@a@S9 in a short
period of a few minutes is presented. In order to increase the measuremasioptgooints of 2000
events have been taken at DAC level 12416 (approx. 2800 ADC counts). Each point on the plots
represent the difference, averaged over all channels, between the currentapdinthe original
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(Oseconds)point.

We attribute this behaviour (confirmed by further measurements) to pedests) sihich are obviously
of the same order when measured with the old or new system. Their relahigilyamplitude is
probably due to the unstable situation of high voltage and electronics during the shutdesefofe we
recommendtorepeatthiskindofstudiesinamorestablesituation,a fterluminositystartupforexample.

4 Studyonthecompletecalibrationprocedure

After this first simple test with a linear fit, the complete calilioat procedure has been tested with the
H1 official procedure which yields five parameters from a third order polynbfitiad study has been
performedoncalibrationfilesresultingfromthefullcalibration chain:
generationof22points(CB)or32pointsrampfiles(FB,FE,FH),see Sectionl.
framingoframpfilesandgenerationof par4 filesby calib_f
generationofcalibrationfilesbythe dsph program.
These calibration files.€al ) contain integer constantahich are used for theezo suppression and
online data correctiorby the DSPs (see Sectionl). The relative differences of these paranietahe

—4 -3 -2

3rd order (P3)

3 4

8 S000L ‘ ghjcsm 8;‘?2:;58? Figure 8: Distributions of the relative difference
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CB partition are shown as an example in Figure8, comparing a measureme@Sén with a
measurementbythePPC.
The distributions of the pedestal and noise parameters, which are relatiaaly ia their absolute

*

Theseintegerconstantsarepreciselyfixedcommaonstants: Thatmeansinpracticeafloatingcommaconstantcomputed

fromthemeasurementandfitprocedure,whichismultipliedbyafactor 2",n Nsetbeforetakingtheintegerpartof

theresult.
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values, are discretized due to their integer format. The single peaksaadened due to the division

nnm. As for the linear fit procedure the distributions of the width is smaller than The sigma

distribution is even more distorted due to the intrinsic integer nature of theurexhvalues (typically
1ADC count). It's the least critical value of the three principal values. Tlostaritical value, the slope,
isreproducedwithaprecisionofbetterthan0.5

The distributions of the higher order parameter (P2 and P3) show variations withetehestic width
of 20-30% because they are strongly correlated; ther8er of the fit over-determinates the calibration

curve,ashasbeenextensivelydiscussedinearliernotesandmeetigs.
- 0.001 . . -

Figure 9: Summary of the re-
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Extracted values of the mean and the width of the five distributions for eachigraifcalculated by
PAWI8] as explained above) are shown in Figure 9. It displays the all comlonstiof relative
differences of the resulting fit parameters taken with the OS9 systehwith the PPC system and of
two calibrations on the same system. The two options "slow" and "fast" foPB@ calibration are
explained in the next chapter. One can see that the PPC system and the SB£8® wigld identical
results within statistical errors. For all parameters the variattres to the hardware changes and the
statisticalfluctuationoftwocalibrationsonthesamehardware arecomparable.

Problematicmeasurements

We obtained overall satisfying results from the whole study. However, it &@lsaed to point some
troublescorrespondingtosomeADCchannels.Wedocumentherealistof problematiccases.

As an example of such a case Figurel0 shows the behavior of the slopes for the EBrpddata have
been taken with the OS9 DAQ on the"8nd 2% of June2001. Eleven analog boxes have shown a
strange pattern in the difference distribution. We conclude that this is not dhe teetv DAQ software
orhardware,buttotheunstablehighvoltageandelectronicsituationduri ngthetestperiod.

The study prooved that the behavior appears only on single dates and equally on both §yBt€raad
0S9).
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Figure 10: Example of comparison for a corrupted measuraimm&hown are the relative differences of the slopes from cal
brationstakenonOS90n18.06.2001and21.06.2001fortheFBpartition.Elevenanalogboxesshowsign ificantdifferences
withrespecttothereference.Behaviorlikethisa ppearedwiththePPCaswell.

A list of all analog boxes which have shown problems during our checks are given foermedewith
somedetailsinthefollowingtable:

ANBX |partition problematicvalues(bigdifferences) |
1. hlcal6CBcalibrationfileof01/06/18:
15‘ CB1H pedestals,thresholdsandgains
2. hlcal6FBcalibrationfileof01/06/18:
252 FB2E pedestals
447 FB1E gains
448 FB1E gains
450 FB1E gains
451 FB1E gains
452 FB1E gains
453 FB1E gains
454 FB1E gains
455 FB1E gains
3. ambonFEcalibrationfileof01/06/21:
126 IF1E pedestals
223 IF1E gains
289 IF1E gains
290 IF1E gains
4. ambonFHcalibrationfileof01/06/21:
291 IF1E pedestals
292 IF1E pedestals
5 Timingconsiderationsofthecalibrationprocedur e

The OS9 software formerly kept track of all changes in the hardware setupgdaircalibration by a
shadowing local memory structure with the last configuration of the VME hamelwgor a new
configuration, only the necessary hardware parts with changes were touchedden tor save
significantly time. Although with that method only a small probability of dedyonized hardware and
shadow memory remains, we decided for the PPC software to setup most of thateedhery time a
datataking request is made, because this simplifies the program arclgfectiher measures are taken
toavoidconflictsbetweenmultipleusers[9].

However, this implies that setup intensive tasks like a calibration rakgltanger than they have to.
Indeed, the naive approach with a setup/readout couple for every single point of thaticadilrould
take longer on the PPC than it took on the OS9 system before. This is in partiagafor the H1
official procedure where only one out of 16 generator groups are pulsed at a time betabhse
crosstalk (see Sectionl). Therefore we implemented a datataking modee vehgiven number of
different generator groups are activated between the readout of distinct datts: pbiis results in a two
times faster calibration compared to the OS9 procedure. There is potentraprove this further, if
needed and wanted, for example by changing also the calibration level witkie ireadout program.
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Thissectiongivessomedetailsonmeasuredtimeconstantsandourpesentlybestresults.

Setuptiming(RQS)

RQS (ReQuest Setup) is the hardware setup program. In the ramp procedures RQ8ly called to
reconfigurethethefrontendelectronicsbetweeneachpoint.
Figurell: VME Address strobe signal

Tek Prev ] .
ereulﬁ during one Setup Request of the CB par-
: : : : : titioninthenewCaloDAQ.
: E : = . . : : : The total setup time on VME is 530ms
- : : : : : : : : after a pause of about 250ms from the
: last previous VME access. The pattern
- allows to distinguish 17 DSP setups of
: about25mseach.
bl
. 17 x:DSP sei:up
17 Aug 2001
3.000 % 09:44:04

The time behaviour was measured by monitoring the VME accesses of the prograiSTlaeldress
strobe) signal was used in all following plots to indicate VME activity of aage in the DAQ system.
Figurell shows the AS during one RQS execution. From this we derive the time 5301t detal
“time on VME". We clearly distinguish the setup of the 17DSPs from the othedware accesses
(STC, sequencer, pulser). Obviously, with this method we do not measure therprogeehead needed
for reading the configuration filexénfig.vme et al.) or for context switches in the LynxOS. From
theplotsitcanberoughlyestimatedto250ms.

Readouttiming(RQR)instandardmode

RQR (ReQuest Readout) is the readout procedure of the new CaloDAQ system. I madea RQR
performs one readout and exits. Figurel2 shows the "VME traffic" during a stdrR®R. The time
consumption for the readout is measured to be about 530ms, with a program overheadrtigp st
comparable to that of the setup program request (RQS) 250ms, containing alsméheeeded in the

Figure12: VME Address strobe signal

Tek Stop | i ] .
; : : : T ; ; ; ; ; Readout (RQR) Request of the CB par-
O Ras tition (upper signal) and the VME write
U eosse signal.
: The total "time on VME" for the readout
e ismeasuredtobe524 msinthiscase.
RQAR without'loop on the 16 generators .

17 Aug 2001
0.000 % 12:22:58
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frontendforthedigitisationintheADCsandthesequencingintheDSP  s.

RQRtimingimprovement:generatorloop

For all MenuDAQ menus, each readout is preceeded by a setup. For instance, & reimpl menu
performs ten points with a different calibration level for each point. In otdezhange the pulse level
between each point, a setup request (RQS) is performed. From the measareitezhtabove, we
calculate(andmeasure)

16RQSa530ms 8.5s
16RQRa530ms 8.5s
32VMEgapsa250ms 8.0s
Totaltime 2t s

For an official H1 standard calibration ramp, the procedure contains 32 ramg.pdioteover, for each
point, only one out of sixteen generators is pulsed at a time in order to avoid ttsetaliasThis implies
that for each point the setup can be kept constant, if only the activation of the geaasachanged
between several readout requests. Therefore we implemented the "geloenaltonode within the RQR
program, in order to make the consecutive pulser setup and readout for each of 16 grgepsrafors
asforeseenintheofficialH1procedure.Theresultisillustrat edonFigurel3.

Tek Prevu M 2.00 s Figure13: VME Address Strobe (AS) and Write (WR)
DIﬁ RGR loop on 16 generators signal during a setup and seadout sequence with the

\ improved readout program. The setup (RQS) is un-
H\ changed with (230+530)ms, whereas the program
ROS context start overhead and the obsolete setups are

S I E— —— saved and VME accesses occur with maximum speed
U T SO TN VUN VNS O S onthebus.
' ' fgemerer oo The lower plot with the AS and WR signals is a magni-
3 3 3 fication of the part between brackets of the upper plot
fortheASsignal.
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The time needed for one generator group setup and successive readout is medse®80ims and the
complete RQR execution 9.5seconds. For one standard ramp point, we need 10.4 secmadsdhs
23.5secondswiththeexplicitloopthroughRQS+RQR.Hence,thegainisa napproximatefactoroftwo.
The time computed from these values for a complete ramp run with the loop on 1Ggesend the
necessarypedestalpointsasexplainedaboveis:

62VMEgapsa230ms 14 % <
32RQSa530ms 17(Cs
2RQR(1000events)withoutloop:4500ms 90 s
3I0ROR(100events\withaeneratorloon:9500 ms ?285.0s
Totaltime =325.(s

Thatisaround5¥2minutesandconfirmedbymeasurementsasdiscussedithefollowingsubsection.
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Timinggainforthefullcalibration

In Figure14, we compare the running time as a function of the eight consecutive phfabescomplete
calibration for the PPC and the OS9 procedure. The new calibration procedure isvaboumes faster
thanonOS9inalleightphasesseparately,andthusintotal.

Timing __ Figure14: Time consumption of the eight phases of the full
3 3 3 o calibration with the OS9 system (dashed line) and with the
40 i S new PPC system (full line). The time needed with the new
1 1 1 1 T 1 system has shrunk to about half the time of the previous
system.
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This improvement will allow us to run the full calibration level ramps for the wehbhr calorimeter

always between two HERA fills now. This important result implies thatghert calibration described
inthefollowingpartbecomesobsolete.

We observed a net downgrade of this performance with increasing load on the Sungesyide). It
isobviousthatalsoincreasednetworktrafficwilldowngradetheper formance.

6 StandardCheckTools

Calibration

Due to the long duration of the full ramp calibration (~50min) with Sun and OS8 eadled short level

ramp procedure with just a charge measurement at DAC=9600 and measurenpausgiél and noise
for all channels, was used for crosschecks before the change to the new DAQ. &tk these short

ramps a fast check was done every day to verify that the full calibrationtsesutiich were regularly
takenonceamonth,werestillwithinreasonablelimits.

In these "standard tests" of the calibration the charge at DAC level 9600, destpeand the noise of
the short level ramp was compared to the resulpgr@ file) of the full calibration. In case of
deviationsanewfullcalibrationwasdoneagainandtheresultswer eupdated.

Exactly these tests have now been used by us to check the consistency of traioalilaken with the
new PPC and with the old OS9 system. The final results (.par4 file) of ti@ (Riken on 30.07.2001)
have been compared to a short level calibration file (29.07.2001), that was takemheitiid OS9
system. As an example the results for the CB partition are presentée iRigurel5. These plots are
identical to the former standard calibration check plots checked regiinilige “calo experts” on the
web. For all partitions equivalent plots have been checked and similar distribinawesbeen found.
Extracted values for the mean and the width of each distribution are showgureE6. The calibration
values obtained with the new PPC DAQ do not show significant deviations. Theseioeviare
comparable to the fluctuations usually observed in two consecutive calibratioihe @ame hardware.
As done before with the OS9 system, the distributions of charge at DAC=9600 andp#dastal have
awidthsmallerthanoneperthousandandthenoiseisstablewithin4% foreachpartition.
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Stability of CB (CALIB 20010730 LEV 20010729) Figurel5: The former
104 Entrics 5408 standard control plot .for
g Mean —0.2410E—04 the short calibration
s RMS 0.3452E—03 ramps. Here a short cali-
10~ = UDFLW 53.00 . .
g OVFLW 15.00 bration taken with the old
102l X*/ndf  167.7 / 19 hardware setup (07.29.01)
E Constant 0.1046E+05 H H
g NS 0 s7eeE—oa is compared to a full cali-
10 Sigma 0.2620E—03 bration taken with the new
g PPC DAQ (30.07.01).
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E Mean 0.3940E—04 it
& e 0 2535F 0% partitionareshown.
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Timing
Another check was done approximately every day in order to survey the timing antiape of the
signal of each calorimeter channel with so called delay ramps. In thelag ramps the shape of the
signal after a pulse of a generator is recorded by taking the signal leveMeraselelay values. A fit is
performedtothisshapeandissuestwovalues:

pointintimeforthesignalmaximumand

thewidthofthesignal.
These two values characterize the signal treatment by the calibratiosheper electronics in each
channel. They are compared to a reference, the standard reference fite flast datataking period
beingtakenon02.04.1999. o1 oesme 1o0s

Timing stability for FH (LAST 20010628 REF. 19990402) Figurel?: The former

vol Entries 12286 | standard plots to survey
= Mean —0.4845E—01 . .
S RMS 0.5908E—01 the timing and the shape
B SoFw 2000 | of the signal. A delay
10% — ’c‘Zn”sciZnt 87.15 /947191 ramp taken with the new
E Mean —0.4609e—01 DAQ (28.06.01) is com-
o0 Stame ©-5175E=01 | pared to the standard re-
T E ference ramp taken with
B theoldDAQ(02.04.99).
e e Shown above are the dif-
F ferences of the measured
. L time of signal maximum.
5 e H,‘z 0l 5 . . L1} Below we display the dif-
o . bunch crossing ferenceS Of the measured
Timing stability , reference—new .
vo4 — =558 pulse width for each chan-
3 Mean —0.1101 nel. As an example just
- CME W ° ' 5a0 | the results for the FH par-
103 =57 =& litionareshown.
E Constant 2881.
= Mean —0.1387
- Sigma 0.9972E—01
102 =
10 ;
e n oo oar L v ﬂ onen
—_a —2 o 2 I
bunch crossing
Width stability , reference—new
g | ] Figure18: Extracted optimal
e EH | timing: | delay values in HERA bunch
g | 1 crossings (bc) for the standard
g O bl -0 -OS9/PPC- - | test to check the timing and the
= , DOS9Y0s9 ] shape of the signal. These
© ! | values have been obtaind from
. 1 distributions as in Figure24.

One can see here the mean
(value) and the width (error) of
these distributions for each
partition. We show compari-

=) ; -
S 04 ¢ CB : FB : FE : FH :Width 1 sons of OS9 to PPC as in
% 02 | | | | -| Fig.17 and a typical compari-
0= * .... +| ........ e _%.4 ........... I. .o -@S9/PPC- - | 0N of two OS9 runs (reference
& e % | | ososo | 02041999,  delay  ramp

502 | . | . \ | 23.08.2000).
_04 — | | | | ]
L | | | | 1

These tests have been repeated with the new PPC system. The resultdiofitigisanalysis (taken on
28.06.2001) have been compared to the old standard reference file (02.04.1999) from the Q89 syste
As an example the results for the FH partition are shown in Figurel?. It authe differences of the
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time parameter for the signal maximum and the width between the refefienaad the file taken with
the PPC system. These plots are identical to the former standard timioky ploés on the web, which
are well known to calorimeter experts. Plots of this kind have been checkedl fpartitions and
extractedvaluesofthesedistributionsareshowninFigurel8forea chpartition.

As before with the old system the time at the signal maximum shows deviatmmpared to the
reference that are comparable to fluctuations that are usually observed aohsecutive timing sudies
on the old OS9 system. The widths of the distributions are compatible with the belwivihe old
systemaswell.

7 StatusofTailCatcherandSpaCalcalibrations

The“standardcalibration”forthe TailCatcherhasbeenimplementaintheMenuDAQapplicationand
isregularlyusedbytheexperts(see:SamKazarian).

A SpacCal calibration (of the electronic signal path) had only be performed ahstelation of the

SpaCal in 1995. As the variation of the photomultiplier amplification is predomirarihé precision of
measurements, the monitoring with LED pulses and appropriate high voltage teafagathe actual

calibration procedure[10]. However, the pedestal shift is determined per chaithaandom events in
an analogous manner to the LAr procedure. The determination of the channel pededtdlsea
generation of the appropriate calibration files for the DSP are implemeimethe MenuDAQ

application.

Similarly, the TDC calibration has been performed for the last time in 129p A new delay card has
been designed [12] and will be commissioned soon. A direct comparison with thedrartw\CAMAC
andNIMelectronicswillthereforenotbepossible.

8 Conclusion

We demonstrated that the calibration procedures with new and old hardware producdent results
within the usual limits. Fluctuations between consecutive calibrations haverbeasured to be less
than 1 as well as the difference between old and new calibrations. The standaks ¢beontrol the
calibration on a daily basis which had been developed for the old OS9 systenlyezpraiirm our
detailedcomparisonswithspeciallydeveloppedtools

This study gives results comparable to tue usually cited values for the taibsability [13] allowed
us to brush aside the idea of possible software problems or incompatibilities of thesystem.
However, it should be noted that the calorimeter electronics were unstable awninigsts, due to
numerous maintenance and upgrade jobs in the detector. We therefore recommepeéatothe
comparisonsonceduringtheluminosityperiodwithstablehighvoltageand detectornoise.

A solution has been given to decrease the full calibration time by almost@2aleading to less than
30min for a full ramp of all LAr partitions. Thanks to this improvement, fulllicmation between two
HERAfillscanbeconsideredandshouldbecomeautomatedassoonasposdle.ltresultsfromthisgain

of speed that the short calibration ramps are no longer needed. This will ensuteragbelity of the
future datataking and accordingly better physical measurements. The fprdeartlopped standard
checkswillbereplacedbyatoolcomparingtwofullcalibrations.
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